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Introduction
	Complicated, Complex, Simple. Some everyday words that we take for granted. Usually we don’t think about what do they mean, they’re obvious … are they? In fact, if you try to think about these little words a little, if you think outside the dictionary, you’ll find some of the greatest question in human history, Questions that baffled philosophers, physicists, biologists, engineers and mathematicians. All inscribed inside the concept of complexity. So, what is it? Where does it come from? Where does it lead to? Is our world complex? Or is it not?


The Study of Complexity
	It seems a bit strange to talk about the study of complexity before talking about complexity itself. But, as we shall see, the definition of complexity differs from one scientific point of view to another. Neil Johnson admits that: “even among scientists, there’s no unique definition of complexity-- and the scientific notion has traditionally been conveyed using particular examples...”Ultimately, he adopts the definition of ‘complexity science’ as “the study of the phenomena while emerges from a collection of interacting objects”
The definition of complexity often depends on the concept of a system –a set of parts or elements that have different kinds of relationships between each other beside relationships with other elements outside the relational regime-. Many definitions tend to assume that complexity expresses a condition of numerous elements in a system with numerous forms of relationships among them. However, what one sees as complex and one sees as simple remains a matter of perspective. Warren Weaver posited in 1948 two forms of complexity: disorganized complexity, and organized complexity.
Other forms of complexity are studies without understanding the concept of “system” such as computational complexity, algorithmic complexity and programming complexity, as we shall see later.

Disorganized Complexity -VS- Organized Complexity
	One of the problems in defining complexity has been formalizing the conceptual distinction between the large number of variances in relationships extant in random collection of elements, and the smaller number of relationships between elements in systems constraints (related to correlation of otherwise independent elements) simultaneously reduce the variations from element independence and create more-uniform, or correlated, relationships and interactions.
Weaver worked on this problem, and he gave a reasonable solution, by drawing distinction between “disorganized complexity” and “organized complexity”.
In weaver’s view, disorganized complexity results from a system having a very large number of elements, say millions, or even more, and the interactions or relationships between these elements seem to be largely random i.e. you can’t precisely predict what an elements state is going to be at a given time. However, you can predict the behavior of the entire system as a whole, using probability and statistical methods.
A prime example of disorganized complexity is a gas container as a system, and the gas molecules as the elements. Usually, this complexity is compared to the relative ‘simplicity’ of planetary orbits and the solar system, in which the elements state can predicted precisely using Newton’s laws of motion.
In contrast, organized complexity, in Weavers view, comes from non-random or correlated interaction between the elements in a given system.an example of this concept is a city as system, and the habitants as the element. Indeed, the interactions between the people are not random, and therefore this system is very different from the one we talked about in the gas container.

Computational Complexity
	In computational complexity theory, the amount of resources for the execution of an algorithm is studied. Computer engineers are specifically interested in time complexity and space complexity.
An algorithms time complexity is the number of steps the algorithm executes for a given input represented as a function of the size of the input.
While space complexity is the volume of the memory required for the execution of the algorithm represented as a function of the size of the input.





A Beautiful example of time complexity is the popular Merge Sort algorithm. Merge Sort is an algorithm for sorting an array with  numbers (integers or floating points) and it has  complexity i.e. if you entered an array with  numbers, it would take  seconds for the array to be sorted for some constant  (depending on the machine you’re using).
The study of computational complexity and algorithms running times is a very important field in computer science and electrical engineering, because programmers are always looking for the most efficient algorithm there is, to maximize the powers of computation.





Let’s consider the Insertion Sort algorithm, which is another algorithm for sorting arrays of numbers. The Insertion Sort algorithm has  complexity. If we’re sorting a 5-element array, then there’s almost no difference between Merge Sort and Insertion Sort algorithms, however, when we’re working on a much larger array, say a 10,000-element array, then Merge Sort algorithm has  running time for some constant, while Insertion Sort algorithm has  running time for some constant, the difference is quite large. If we increase the number of elements, it’s no longer a matter of which one sorts faster; rather it becomes a matter of which one sorts at all.

Kolmogorov complexity
	Kolmogorov complexity (also called Descriptive complexity) of an object is the measure of the computability resources required to specify that object. In the scope, we shall stick to strings as objects for simplicity.
Kolmogorov complexity of a string is the length of the shortest description of that string using some universal language. If we’re using a programming language (C, Lisp, Java …), we can define Kolmogorov complexity of a string as the length of the shortest program to print out that string.
Take this string for example:
abababababababababababababababab
There’s a very simple English description for this string, simply “ab 16 times” which is 11 characters. If we a look at a more complex string:
PweNJnrot82t93fgf934n982fds
There’s no simple description for this string, the shortest description is to print out the entire string as it is.
Another way for looking at those strings is by using pseudo code; we can wright down a simple program for printing out the first string.
for i=0 to 16
	write(ab)
which is 24 characters long, while the shortest way for printing out the latter is
write(PweNJnrot82t93fgf934n982fds)
An interesting aspect of Kolmogorov complexity is the ability to compress strings. Indeed, as we’ve shown above, the first string was 32 characters long, and it was compressed to an 11-character string, while the latter string could not be compressed due to its high complexity.

Other Types of Complexity
	There are many more ways of looking at the concept of complexity. We won’t go through all of them in this scope; instead, we shall give a brief description of some.
Mathematical Complexity
	One field of discrete algebra is Krohn-Rhodes theory, and it’s related to studying finite semi groups and automata.
Complexity in Physics
	In physics, complexity is the measure of probability of the state vector of the system. This should not be confused with entropy; rather it is a distinct mathematical measure, one in which two distinct are never conflated and considered equal.
Programming Complexity
	In software engineering, programming complexity is a measure of the interactions of the various elements of the software. This differs from the computational complexity described above in that it is a measure of the design of the software.


Conclusion
	What we’ve done above is to clarify and explain the concept of complexity in several scientific fields. Even though there’s no definite definition for complexity, it remains a beautiful thing to study in deferent sciences. Studying the concept of complexity is in fact the main goal of Complex Systems Theory, and we gave a brief introduction to this vast scientific field.
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